
Stat 354 Fall 2018
Solutions to Assignment #1

1. (a) We showed in class that E(β̂0) = β0 and E(β̂1) = β1. This implies that

E(µ̂0) = E(β̂0 + β̂1x0) = E(β̂0) + x0E(β̂1) = β0 + β1x0 = µ0

as required.

1. (b) We showed in class that β̂1 could be written in the form

β̂1 =
∑(

xi − x

sxx

)
yi.

Therefore, we can express µ̂0 as

µ̂0 = β̂0 + β̂1x0 = y − β̂1x+ β̂1x0 = y + β̂1(x0 − x)

=
1

n

(∑
yi

)
+ (x0 − x)

[∑(
xi − x

sxx

)
yi

]
=
∑[

1

n
+

(x0 − x)(xi − x)

sxx

]
yi

Since y1, . . . , yn are independent with Var(yi) = σ2, we conclude that

Var(µ̂0) = Var

(∑[
1

n
+

(x0 − x)(xi − x)

sxx

]
yi

)
=
∑[

1

n
+

(x0 − x)(xi − x)

sxx

]2
Var(yi)

=
∑[

1

n
+

(x0 − x)(xi − x)

sxx

]2
σ2

= σ2
∑[

1

n2
+ 2

(x0 − x)(xi − x)

nsxx
+

(x0 − x)2(xi − x)2

s2xx

]
= σ2

(∑ 1

n2

)
+ 2

(x0 − x)σ2

nsxx

[∑
(xi − x)

]
+

(x0 − x)2σ2

s2xx

[∑
(xi − x)2

]
=
σ2

n
+ 0 +

(x0 − x)2σ2

s2xx
· sxx

=

(
1

n
+

(x0 − x)2

sxx

)
σ2

as required.

1. (c) The easiest way to solve this problem is to substitute in β̂0 = y − β̂1x. Doing so yields∑
(yi − β̂0 − β̂1xi)

2 =
∑

(yi − y + β̂1x− β̂1xi)
2

=
∑[

(yi − y) − β̂1(xi − x)
]2

=
[∑

(yi − y)2
]

+ β̂21

[∑
(xi − x)2

]
− 2β̂1

[∑
(yi − y)(xi − x)

]
= syy − β̂21sxx + 2β̂1sxy.



If we now substitute in β̂1 = sxy/sxx, we obtain

syy − β̂21sxx + 2β̂1sxy = syy −
(
sxy
sxx

)2

sxx + 2

(
sxy
sxx

)
sxy = syy −

s2xy
sxx

= syy − β̂21sxx

as required.

2. (a) Since y1, . . . , yn are independent with E(yi) = β0 +β1xi and Var(yi) = σ2, we conclude that
E(y) = β0 + β1x and Var(y) = σ2/n. Therefore, we obtain

(i) E(y2i ) = Var(yi) + [E(yi)]
2 = σ2 + (β0 + β1xi)

2, and

(ii) E(y2) = Var(y) + [E(y)]2 =
σ2

n
+ (β0 + β1x)2.

Finally,

(iii) E(β̂21) = Var(β̂21) + [E(β̂1)]
2 =

σ2

sxx
+ β21

using facts that were proved in class (as noted in Problem 1).

2. (b) In order to solve this problem we use the facts (as proved in class) that

syy =
∑

(yi − y)2 =
(∑

y2i

)
− ny2 and sxx =

∑
(xi − x)2 =

(∑
x2i

)
− nx2.

This implies that

E(syy) = E
[(∑

y2i

)
− ny2

]
=
[∑

E(y2i )
]
− nE(y2)

=
[∑(

σ2 + (β0 + β1xi)
2
)]

− n

[
σ2

n
+ (β0 + β1x)2

]
=
(∑

σ2
)

+
[∑

(β0 + β1xi)
2
]
− σ2 − n(β0 + β1x)2

= (n− 1)σ2 +
[∑

(β0 + β1xi)
2
]
− n(β0 + β1x)2

= (n− 1)σ2 +
[∑

(β20 + 2β0β1xi + β21x
2
i )
]
− n(β20 + 2β0β1x+ β21x

2)

= (n− 1)σ2 +
[(∑

β20

)
− nβ20

]
+ 2β0β1

[(∑
xi

)
− nx

]
+ β21

[(∑
x2i

)
− nx2

]
= (n− 1)σ2 + 0 + 0 + β21

[(∑
x2i

)
− nx2

]
= (n− 1)σ2 + β21

[∑
(xi − x)2

]
= (n− 1)σ2 + β21sxx

as required.



2. (c) Using 1.(c) along with 2.(a)(iii) and 2.(b), we now find

E
[∑

(yi − β̂0 − β̂1xi)
2
]

= E
(
syy − β̂21sxx

)
= E(syy) − sxxE(β̂21)

= (n− 1)σ2 + β21sxx − sxx

(
σ2

sxx
+ β21

)
= (n− 1)σ2 + β21sxx − σ2 − β21sxx

= (n− 2)σ2

as required.

2. (d) It now follows from 2.(c) that

E(σ̂2) = E
[

1

n

∑
(yi − β̂0 − β̂1xi)

2

]
=

1

n
E
[∑

(yi − β̂0 − β̂1xi)
2
]

=
1

n
· (n− 2)σ2 =

(
n− 2

n

)
σ2

as required.

3. As shown in class, the simple linear regression model yi = β0 + β1x + ε leads to the normal
equations

nβ0 + β1
∑

xi =
∑

yi

β0
∑

xi + β2
∑

x2i =
∑

xiyi

which have unique solution β̂0, β̂1. Replacing xi by kxi leads to the new simple linear regression
model yi = βnew0 + βnew1 (kx) + ε. The corresponding normal equations are

nβnew0 + βnew1

∑
(kxi) =

∑
yi

βnew0

∑
(kxi) + βnew1

∑
(kxi)

2 =
∑

(kxi)yi

which have unique solution β̂new0 , β̂new1 . If we note that by factoring out appropriate factors of k,
the second set of normal equations can be re-written as

nβnew0 + (kβnew1 )
∑

xi =
∑

yi

βnew0

∑
xi + (kβnew1 )

∑
x2i =

∑
xiyi

from which we immediately conclude that β̂new0 = β̂0 and β̂new1 = k−1β̂1 as required.

4. (a) If S(β) =
∑

(yi − βxi)
2, then

S′(β) =
d

dβ
S(β) = −2

∑
xi(yi − βxi).

The only critical point for S(β) occurs when S′(β) = 0, namely at

β̂ =

∑
xiyi∑
x2i

.

Since S(β) > 0 for all β, we conclude that β̂ is, in fact, where the minimum of S(β) occurs. Note
that, equivalently, one could check that S′′(β̂) > 0.



4. (b) Since E(yi) = E(βxi + εi) = βxi + E(εi) = βxi, we deduce that

E(β̂) = E
(∑

xiyi∑
x2i

)
=

∑
xiE(yi)∑
x2i

=

∑
xi(βxi)∑
x2i

= β

∑
x2i∑
x2i

= β

so that β̂ is, in fact, an unbiased estimator of β.

4. (c) The fact that ε1, . . . , εn are independent implies that y1, . . . , yn are independent. Therefore,
since Var(yi) = Var(βxi + εi) = Var(εi) = σ2, we deduce that

Var(β̂) = Var

(∑
xiyi∑
x2i

)
=

∑
x2i Var(yi)

(
∑
x2i )

2
=

∑
x2iσ

2

(
∑
x2i )

2
= σ2

∑
x2i

(
∑
x2i )

2
=

σ2∑
x2i

as required.


