Statistics 351 Fall 2008 Midterm #2 — Solutions

1. (a) Clearly p = (0,0)". As for A, observe that

1 1
—533% + 11Ty — 75 = —5(1’% — 21119 + 223)

so that

L1 o4 S 21
A = { 19 ] which implies that A = [1 1]
since det[A] = det[A™!] = 1.

1. (b) Let

so that Y = BX. Since

Bu = m and  BAB' = E ﬂ E ﬂ {—11 ﬂ - E é]

we conclude from Theorem V.3.1 that
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1. (c) Since Y = (Y1, Y2) is multivariate normal, we know from equation (6.1) on page 129
that Y5|Y) = y; is normal with

g 2
EMa|Yi = y1) = pu, + p—2 (41 — ) and - var(Ya[Y1 = 1) = o7, (1 = p%).
Y1

Since Y7 € N(0,1), Y € N(0,5) and cov(Y3,Ys) = 1 so that p = corr(Y;, Ys) =
conclude that Y5|Y; =0 € N(0,4).
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2. (a) Since
(T 5 3 3 5. 7. ., 3
det[A—)J]—<4 )\)(4 )\) 6= 16 4)\ 4)\+)\ 16
=\ -3\ +2
=A-1)(A—-2)

we conclude that the eigenvalues are A\ = 1 and Ay = 2.
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2. (b) Since
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we conclude that an eigenvector corresponding to A is
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Since
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AxI=| © T~ [_% JTE] - [1 \/5}
n 0 0
O
we conclude that an eigenvector corresponding to A, is

W[V

Thus, the required orthogonal matrix C' and required diagonal matrix D are
1
2
V3 1

O = { Vi V2 } _ and D = diag(Ar, \s) = [1 0}.
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2. (c¢) Since det[A] =35/16 — 3/16 = 32/16 = 2 and
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so that 3
_ 5 3 7
XA x = gx% — 4 %2 + gxg
we conclude that the density function of X is

1 1,
Jx(21,20) = 27T\/T[A]exp {_§XA lx} —
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X — = —r{ — —1T =T .
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2. (d) If Y = C'X, then by Theorem V.8.1 (or Theorem V.3.1) Y has a multivariate normal
distribution with mean vector
="
k= 1o
and covariance matrix

C'AC = C'(CDC')C = (C'C)D(C'C) = IDI = D = {

10
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2. (e) Since Y; and Y3 are components of a multivariate normal random vector and satisfy

cov(Y1,Ys) = 0, we know from Theorem V.7.1 that Y] and Y; are independent.
2. (f) Tt follows from Theorem V.9.1 that X’A7'X has a x*(2) distribution.



4. (a)

4. (b)

4. (c)

Let a = (ay, az)’ so that

X X
X2 — a’ |:X;:| = XQ — [Cll aﬂ |:X;:| = X2 — a1X1 — ang.

If welet Y = (X5, X5 — a1 X7 — a2 X3)’ then by Theorem V.3.1, Y has a multivariate
normal distribution since its components are linear combinations of X, a multivariate
normal. Thus, by Theorem V.7.1, we know the components of Y are independent iff
they are uncorrelated. Since

COV(‘XVQ7 XQ — CL1X1 — CLQX3) = VaI‘(XQ) —ax COV(XQ, Xl) — a9 COV(XQ, Xg) =3— a) — 2@2
we must choose a; and ay such that 3 —a; —2ay = 0. For example, choosing a = (1,1)’
or a = (3,0)" work (along with infinitely many other possibilities).

The joint density of (X), X(9)) is

fX(1),X(2) (y1,92) = 2a20_2ay(11_1y§_1

provided that 0 < y; < yo < 0. If we now let U = X(1)/X(2) and V = X(9), then
solving for X(;) and X () gives X(;) = UV and X(3) = V so that the Jacobian of this

transformation is
9y Oy

e | vou|
dy2  Oyz 0 1
ou ov

By Theorem 1.2.1, the joint density of (U, V)’ is therefore given by
fov(u,v) = fxxe (w0, 0) - [J| =0v- 20072 (uv)* 1! = 20207 2y et

provided that 0 < u < 1 and 0 < v < 6. Hence,

o 0
fU(u) :/ 2020200~ 120-1 4, — a0—2aua—1/ 20402 ! du
0 0

v=0
— a972aua711}2a

v=0

= qu®!

for 0 <u < 1.

Since fyy(u,v) can be written as a product of a function of u only and a function
of v only, namely fyv(u,v) = fu(u) - fv(v) where fy(u) = au*', 0 < u < 1, and
fr(v) = 2a072*v?**~1 0 < v < 0, we conclude that the random variables U and V must
be independent.

We can write E(X (1)) as

X

Xa
E(Xu) =FE (—) -X(g)) — EBE(U-Xu)=EU)-E(Xg)=E (J) - BE(X ()
X2 X(2)

using the fact that U and Xy are independent. Dividing both sides by E(X(2)) gives
the result.



