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Consider a random sample X
1

, . . . , X
n

. We define the order statistics (or order variables)
X

(1)

, X
(2)

, . . . , X
(n)

to be the rearrangement (or permutation) of X
1

, . . . , X
n

such that

X
(1)

 X
(2)

 · · ·  X
(n)

.

Formally, we define

X
(1)

= min{X
1

, . . . , X
n

}, X
(n)

= max{X
1

, . . . , X
n

},

and
X

(k)

= min
�
{X

1

, . . . , X
n

} \ {X
(1)

, . . . , X
(k�1)

}

 

for k = 2, . . . , n� 1.

Our goal in the next few lectures will be to determine various distributions of (combinations
of) the order statistics. We begin with the easiest two, namelyX

(1)

andX
(n)

. For ease, we will
assume throughout that X

1

, . . . , X
n

are independent and identically distributed continuous
random variables with common distribution F

X

(x) and common density f
X

(x).

The distribution of X
(n)

Our first goal is to find the distribution function and density function ofX
(n)

= max{X
1

, . . . , X
n

}.
By definition,

F
X(n)

(y) = P{X
(n)

 y} = P{max{X
1

, . . . , X
n

}  y} = P{X
1

 y, . . . , X
n

 y}.

However, the independence of X
1

, . . . , X
n

implies that

P{X
1

 y, . . . , X
n

 y} = P{X
1

 y} · · ·P{X
n

 y} = F
X1(y) · · ·FXn(y) = [F

X

(y)]n

where the last equality follows from the fact that X
1

, . . . , X
n

are identically distributed. In
summary,

F
X(n)

(y) = [F
X

(y)]n .

In order to find the density of X
(n)

, we simply di↵erentiate. That is,

f
X(n)

(y) =
d

dy
F
X(n)

(y) =
d

dy
[F

X

(y)]n = n [F
X

(y)]n�1

d

dy
F
X

(y) = nf
X

(y) [F
X

(y)]n�1 .
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The distribution of X
(1)

In order to find the distribution function and density function of X
(1)

= min{X
1

, . . . , X
n

}

we note that by definition

F
X(1)

(y) = P{X
(1)

 y} = P{min{X
1

, . . . , X
n

}  y}.

In contrast to the calculation of the maximum above, we note that

P{min{X
1

, . . . , X
n

}  y} = 1� P{min{X
1

, . . . , X
n

} > y}

and
P{min{X

1

, . . . , X
n

} > y} = P{X
1

> y, . . . , X
n

> y}.

It now follows from the independence of X
1

, . . . , X
n

that

P{X
1

> y, . . . , X
n

> y} = P{X
1

> y} · · ·P{X
n

> y} = [1� F
X1(y)] · · · [1� F

Xn(y)]

= [1� F
X

(y)]n

where the last equality follows from the fact that X
1

, . . . , X
n

are identically distributed. In
summary,

F
X(1)

(y) = 1� [1� F
X

(y)]n .

In order to find the density of X
(1)

, we simply di↵erentiate. That is,

f
X(1)

(y) =
d

dy
F
X(1)

(y) =
d

dy
1� [1� F

X

(y)]n = �n [1� F
X

(y)]n�1

d

dy
[1� F

X

(y)]

= nf
X

(y) [1� F
X

(y)]n�1 .

Example. Suppose that X
1

, X
2

, X
3

are iid Exp(�) random variables. Determine the distri-
bution of Y = min{X

1

, X
2

, X
3

}.

Solution. Note that X
1

, X
2

, X
3

have common density

f
X

(x) =
1

�
e�x/�, x > 0.

Therefore,

P{Y > y} = P{min{X
1

, X
2

, X
3

} > y} = P{X
1

> y,X
2

> y,X
3

> y} = [P{X
1

> y}]3 .

Since

P{X
1

> y} =

Z 1

y

1

�
e�x/� dx =

�
�e�x/�

� ����
1

y

= e�y/�

we find
P{Y > y} =

⇥
e�y/�

⇤
3

= e�3y/�

and so
F
Y

(y) = P{Y  y} = 1� P{Y > y} = 1� e�3y/�.

Furthermore,

f
Y

(y) =
d

dy
F
Y

(y) =
3

�
e�3y/� =

1

(�/3)
e�y/(�/3), y > 0.

Hence, we conclude that Y 2 Exp(�/3).
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