Stat 351 Fall 2009
Chapter 2 Solutions

Problem #2. Suppose that X +Y = 2. By definition of conditional density,

_ fxxyv(z,2)
Ixix4y=2(z) = (@)

We now find the joint density fx x4y (x,2). Let U = X and V = X 4+ Y so that X = U and
Y =V — U. The Jacobian of this transformation is
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Since X and Y are independent I'(2, a), the joint density of (X,Y) is

%ef(aﬂry)/a7 for x >0, y > 0,

0, otherwise,

fxy(@,y) = fx(@) - fr(y) = {
The joint density of (U, V) is therefore given by
u(v—u) _,/.
fov(u,v) = fxy(u,v—u)-[J]= (a4)6 /
provided that u > 0 and v > u. The marginal density for V is therefore
fv(v) = /v Me_”/“du = a_4e_”/a/vu(v —u)du = ﬁ6_”/“ v>0
v T i e :
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Since V = X +Y, we can rewrite these densities as fx xiy(z,2) = %
fx+v(2) = %6_2/‘1. Finally, we conclude

_ Ixxav(@,2) @6_2“ 3z(2 — )
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provided that 0 < x < 2.

Problem #8. (a) The density function for Y is given by
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provided that 0 <y < 1. Let u = —% so that du = —% dx, from which it follows that

That is, Y € U(0,1).



(b) The conditional density of X given Y = y is therefore

Fxiy—y(@) = fxgg;” S AL

provided that = > 0. That is, X|Y =y € I'(3,y).

(c) Since Y € U(0,1), we know that E(Y) = % and Var(Y) = . We also use the fact from

page 260 that the mean of a I'(p, a) random variable is pa and the variance is pa®. Thus, we find

that the mean of X is 5
E(X)=FEFEX|Y)) =EQBY)=3E(Y) = B
and the variance of X is

Var(X) = Var(E(X|Y)) 4+ E(Var(X|Y)) = Var(3Y) + E(3Y?) = 9 Var(Y) + 3E(Y?)
=9Var(Y) + 3 [Var(Y) + (E(Y))?]
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Problem #9 (a) Since

1 pl-z 1 1 1.0 e
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we conclude that ¢ = 6.

(b) The marginal for Y is therefore given by

1-y
fy(y):/ 6xdx=3(1fy)2, 0<y<1,
0

and the marginal for X is

1-x
fX(x)—/ 6rdy =6z(1l—2), 0<z<l1.
0

We conditional densities are then

6x 2x
f :(l‘): = s ngél_ya
A=y 31-y)2 (1-—y)?

and
6x

1
_ = = 0<y<1l-—=z.
fY|X—x(y) 6%(1—%) 11— 2’ SY> z

Finally, we find

1=y 2x
B =)= [ e =

and

1

11—z 1
E(Y|X = 1) = ey ==(1—a).
VX =)= [y = g0-a)



Problem #10. Since

1 1 1 1 1 1
//cw?dydwzc/ 22(1—z)dr =c|=2° — —2*| =
0 T 0 3 4 0

we conclude that ¢ = 12. The marginal for Y is therefore given by

Y
fy(y):/ 1222 de =4y, 0<y<1,
0

and the marginal for X is
1
fx(xz) = / 1222 dy =122%(1—z), O0<z< 1.
x

Hence we compute

1 5 4
E(Y) = ; y -4y dy:g

and X
12 3
E(X)—/ z-120%(1 —2)de =3 — = = 2.
0 ) 5
The conditional densities are then
1222 322
fX\Y:y(‘T) = Ty?’ = ?, 0<x<y,
and )
122 1
— = f— 1
fyix=2(y) 21 —1)  1-a2 T<y<
Finally, we find
E(X|Y:y):/ x.igdx:i/
0 Y 4

and

Problem #11. Since

/1/xcw2ydydw—c/lx4dx—c {1355}1—6
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we conclude that ¢ = 10. The marginal for Y is therefore given by

! 10
fr(y) = / 1022y dz = gy(l —y%), 0<y<l1,
y
and the marginal for X is

fX(a:):/ 1022y dy = 5z, 0 <z < 1.
0

Hence we compute

1
10 10 10 5
(Y) /Oy3y( Vldy=-g5 - 15= 9



and

The conditional densities are then

1022y 3z
fX|Y:y(x): ?y(l_y‘g) = 1_y3a y<z<lI,
and )
10z7y 2y
frix=2(y) = VIR O<y<z.
Finally, we find
1 2 4
3x 3(1—y*)
EX|Y =y :/ x - do =
R A R (ETs)
and - 5
y x
EY|X=x)= = dy = —.
VX =a)= [y Fa=3

Problem #18. Since

Lot ! 1 1 1, 14"
/ / c(:u+y)dydac:c/ z(l-—z)+-(1-2)|de=c|zx+ =2® - 23
o ) . 2 2" " T,

we conclude that ¢ = 2. The marginal for Y is therefore given by

Y
fy(y)Z/ 2z +y)dr=y>+2y° =3y>, 0<y<lI,
0

and the marginal for X is
1
fX(a:):/ Az +y)dy=2e(1—2)+(1—2°)=14+22—-322, 0<z<l.
x

Hence we compute

and .
1 2 3 5
E(X)= (14+22—-32Nde=-+2 - =2
() /ox(+x T)dr =531
The conditional densities are then
2z +y
fX|Yy($):(32)7 0<z<y,
Y
and x )
r+y
= = 1.

Finally, we find

By =y = [ 2 g 2
0 3y
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and

1 2 3
2(x +y) 2 z(1—2%) (1—2°)
EY|X =2)= . dy = .
Yix =) /my 1+2z—322 7~ 1+ 2z — 322 ( 2 3
243z — 52
~3(1+ 22 — 322)
(2452 +52%) (1 —2)
3B+ 1)(1—2)
245z + 5z’
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Problem #19. Since
1 rx 1 1
1 1
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we conclude that ¢ = 6. The marginal for Y is therefore given by
VY
frl) = [ 6dr=6(/i-p. 0=yl
y
and the marginal for X is
x
fx(z) = / 6dy=6(x—2?) =6zx(l—z), 0<z<1.
x2
The conditional densities are then
Fxiy=y() 0 : STV
=y\T) = = YT > VY,
TS -y T Vi
and 6 )
—(y) = = l<y<ua
Finally, we find
vy 1 —y? +
E<X|y:y>=/ v fp= YV YTV
and T 2 4
1 — 1
E(Y|X:m):/y-dy: e :x( +x)
2 z(l—x) 2z(1 — ) 2
Problem #22. Since
1 V122 1 1
3 c 3 9 clil 4, 14 c
dydxr = - 1—a2%)de == |-2"— = =
/0/0 cx’y dy dx 2/037( x%) dx 2[437 Gx]o 5i

we conclude that ¢ = 24. The marginal for Y is therefore given by

2

1-y
fr(y) = / 2Uzdyde = 6y(1— 7). 0<y<1,
0

)



and the marginal for X is

243y dy = 1223(1 —2%), 0<a<1.

fx (@) = /W

0

The conditional densities are then

2413y 423
Ixiy=y(z) = = , 0<ax<1—1y2
Xr=y 6y(1—y2)?  (1—y?)?

and

2423y 2y
_ = = , 0<y<V1-—2a2
fY|X7x(y) 12.’1)3<1 — $2) 1 — 22 Y= T

Finally, we find
1—y2 4333 e — 4(1 _ y2)5/2 B 4+/1 — y2

E(X\Y=y)=/0 R G ETE) Py )

and

EY|X =z) = y o dy = -

/lez 2y 2(1—22)%% 21— 22
0 1 3(1 — z2) 3

Problem #23. Since

/2 pv/1—4a? 1/2 1 1/2
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we conclude that ¢ = 32. The marginal for Y is therefore given by

3VI-y 1 2 2
el = [ speyde =16y {0 - ) = 41— ). 0<yL
0
and the marginal for X is
V1—4x? 1
fx(z) = / 32xydy = 16x(1 — 42?%), 0<z < 7
0

The conditional densities are then

32zy 8x 1
= = = , O0<o<=v1—192,
D= = pa =1 =3

and

32zy 2y
_ = = 0< < 1-4 2.
Frx=W) = 10" ~ 1o a2 y=vimar

Finally, we find

3V1-y? 8 8- 1. (1—y2)3/2 — 2
2 X y) 1 Yy

FE(X|Y = = . dr = 8 =

XY =1) /o T T T 3

and

E(Y|X =2) =

/W 2 2(1 —422)3/2) 21— 422
0 1—422 77 3(1—422) 3 '



Problem #30. If X|A=a€ W(L, 1) with A € T(p,0), then by the law of total probability,

a’

fx(@) = /_ fx1a=a() fa(a) da = /0 aba?~lemar" . F(lp)elpap_le_“/e da

b—1 0o
_ bz / ape—a:cb—a/H da
orT'(p) Jo

Let u = a(z® + 1) so that du = (2° + %) da and the integral above becomes

bat~! /°° b, 1 1 A o) B e
= wP (2l + 2)Pe ¥ (b 4 DY gy = 4 / uPe " du.
ot Jy T ) R

But
o0
/ wPe ™ du=T(p+1)
0

and so we conclude that for > 0 (and using the fact that I'(p + 1) = p - I'(p)) that

b1 (xb + %)—1—;;
07T (p)

bpa® 1 (2 + %)_l_p

fx(x) = o

F'p+1) =

The final step is to determine the distribution of Xb. If Y = X?, then
P(Y <y)=P(X"<y)=P(X <y
and so

Laipaby" Pyt p 1
pY op or (y + Lyp+t y =0

Fely) = 39 ) =

which happens to be the density function of a translated Pareto distribution.



