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## What is $\pi$ ?

In any circle, the ratio of the circumference to the diameter is constant.
We are taught in high school that this number is called $\pi$. That is,

$$
\pi=\frac{\text { circumference }}{\text { diameter }}
$$

for any circle.


But how do you know that the ratio is constant?
Have you ever thought of proving this?
Could there exist two circles having different ratios of circumference to diameter?


Partition the circles into $n \geq 3$ congruent wedges, each with angle $\theta=360^{\circ} / n$.
Note that the two triangles $T_{1}$ and $T_{2}$ are similar. Therefore, $\frac{s_{1}}{r_{1}}=\frac{s_{2}}{r_{2}}$.
Moreover, $C_{1} \approx n s_{1}$ and $C_{2} \approx n s_{2}$. In fact, $C_{1}=\lim _{n \rightarrow \infty} n s_{1}$ and $C_{2}=\lim _{n \rightarrow \infty} n s_{2}$.
Therefore,

$$
\frac{C_{1}}{d_{1}}=\frac{C_{1}}{2 r_{1}}=\frac{\lim _{n \rightarrow \infty} n s_{1}}{2 r_{1}}=\lim _{n \rightarrow \infty} \frac{n s_{1}}{2 r_{1}}=\lim _{n \rightarrow \infty} \frac{n s_{2}}{2 r_{2}}=\frac{\lim _{n \rightarrow \infty} n s_{2}}{2 r_{2}}=\frac{C_{2}}{2 r_{2}}=\frac{C_{2}}{d_{2}}
$$

## So now that we know $\pi$ exists, can we calculate it?

It seems that the symbol $\pi$ for the ratio of the circumference to the diameter of a circle was first used by the Welsh mathematician William Jones in 1706.

Leonard Euler adopted it in 1737 and it quickly became the standard.

However, the fact that the ratio is constant has been known for about 3600 years!

Hence, calculating the value of $\pi$ has interested people for millennia.

The first to calculate $\pi$ theoretically appears to be Archimedes of Syracuse (287-212 BC).

By inscribing and circumscribing a 96-sided polygon, he computed

$$
\frac{223}{71}<\pi<\frac{22}{7}
$$



For the next 1800 years, the only improvements in approximations to $\pi$ came from geometry and using polygons with more and more sides.

However, the European Renaissance (c. 1600) brought about a whole new mathematical world including calculus.

Gottfried Wilhelm von Leibniz (1646-1716) and Isaac Newton (1642-1727) are both recognized as inventing calculus independently.

One remarkable result from calculus that proved useful for approximating $\pi$ for over 200 years is known as Leibniz's formula-although it may have been discovered first by James Gregory (1638-1675).

## Leibniz-Gregory Formula for $\pi$

Start with the geometric series formula that we learn in high school

$$
\frac{1}{1-r}=1+r+r^{2}+r^{3}+\cdots
$$

which is valid for $|r|<1$. If we substitute in $r=-t^{2}$, then

$$
\frac{1}{1+t^{2}}=1-t^{2}+t^{4}-t^{6}+\cdots
$$

and so integrating from 0 to $x$ yields

$$
\int_{0}^{x} \frac{1}{1+t^{2}} \mathrm{~d} t=\int_{0}^{x}\left(1-t^{2}+t^{4}-t^{6}+\cdots\right) \mathrm{d} t
$$

which implies

$$
\arctan x=x-\frac{x^{3}}{3}+\frac{x^{5}}{5}-\frac{x^{7}}{7}+\frac{x^{9}}{9}+\cdots
$$

It can be checked that this formula is valid for $|x| \leq 1$.

## Leibniz-Gregory Formula for $\pi$

Since $\tan (\pi / 4)=1$, if we substitute $x=1$ into

$$
\arctan x=x-\frac{x^{3}}{3}+\frac{x^{5}}{5}-\frac{x^{7}}{7}+\frac{x^{9}}{9}+\cdots
$$

we find

$$
\arctan 1=\frac{\pi}{4}=1-\frac{1}{3}+\frac{1}{5}-\frac{1}{7}+\frac{1}{9}+\cdots
$$

That is,

$$
\pi=4\left(1-\frac{1}{3}+\frac{1}{5}-\frac{1}{7}+\frac{1}{9}+\cdots\right)
$$

and so to approximate $\pi$, one just needs to add up a lot of terms in this series.
Notice that successive terms in this alternating series are reciprocals of odd integers. This means that the convergence will be very slow!

Hence, one will need to add up a LOT of terms to get even a few digits accuracy.
In fact, one needs to add up the first 300 terms to get the two decimal place accuracy of Archimedes' $\frac{22}{7}$.

## Improved Leibniz-Gregory Formulas for $\pi$

Although the original Leibniz-Gregory formula converges very slowly to $\pi$, with a clever application of a high school trig identity we can do a lot better.

Recall the angle-sum formula for tangent, namely

$$
\begin{equation*}
\tan (\alpha+\beta)=\frac{\tan (\alpha)+\tan (\beta)}{1-\tan (\alpha) \tan (\beta)} \tag{*}
\end{equation*}
$$

Suppose that $\alpha=\arctan (1 / 2)$ and $\beta=\arctan (1 / 3)$. If we let $\theta=\alpha+\beta$, and observe that both $\alpha$ and $\beta$ are acute angles, then $\theta<\pi$ implying that $\theta$ is in either the first or second quadrant.

From (*) we find

$$
\tan (\theta)=\tan (\alpha+\beta)=\frac{\tan (\alpha)+\tan (\beta)}{1-\tan (\alpha) \tan (\beta)}=\frac{\frac{1}{2}+\frac{1}{3}}{1-\frac{1}{2} \frac{1}{3}}=\frac{\frac{5}{6}}{1-\frac{1}{6}}=1
$$

Thus, if $\tan (\theta)=1$ and $\theta$ is in either the first or second quadrant, we conclude that $\theta=\arctan (1)=\frac{\pi}{4}$; that is,

$$
\theta=\alpha+\beta
$$

or, equivalently,

$$
\frac{\pi}{4}=\arctan (1 / 2)+\arctan (1 / 3)
$$

Thus, if we substitute $1 / 2$ and $1 / 3$ into our formula for arctan, we obtain

$$
\begin{aligned}
\frac{\pi}{4}=((1 / 2)- & \left.\frac{(1 / 2)^{3}}{3}+\frac{(1 / 2)^{5}}{5}-\frac{(1 / 2)^{7}}{7}+\frac{(1 / 2)^{9}}{9}+\cdots\right) \\
& +\left((1 / 3)-\frac{(1 / 3)^{3}}{3}+\frac{(1 / 3)^{5}}{5}-\frac{(1 / 3)^{7}}{7}+\frac{(1 / 3)^{9}}{9}+\cdots\right)
\end{aligned}
$$

## Machin's Formula

Using the same trick with the tangent formula, one can show

$$
\frac{\pi}{4}=4 \arctan (1 / 5)+\arctan (1 / 239)
$$

This formula was discovered by John Machin and he used it to calculate $\pi$ to 100 decimals in 1706.

In 1798, Euler found

$$
\pi=20 \arctan (1 / 7)+8 \arctan (3 / 79)
$$

Here's an cute formula for you to prove.

$$
\pi=\arctan (1)+\arctan (2)+\arctan (3)
$$

## Machin's Method (1706-1949)

Using Machin's method, William Shanks determined $\pi$ to 607 places in 1853 and 707 places in 1873.

However, it turns out that Shanks made a mistake and was only accurate to 527 places.

Curiously, it was noticed by the mathematician Augustus De Morgan around 1873 that there was a suspicious shortage of 7 s in the last few hundred digits in Shanks' expansion.

Then in 1946, D.F. Ferguson found that Shanks made an error.

But by 1949 , calculating $\pi$ by hand was obsolete as computers were now being used to do the job.

Here is $\pi$ to roughly 1500 digits.
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$$
\pi \text { today }
$$

Currently, the "world record" for digits of $\pi$ is over 10 trillion digits.
So why do people want to compute $\pi$ to so many digits?
Superficial answer: it's fun!
Practical answer: it can be used for testing supercomputers and numerical analysis algorithms.

Calculating the digits to millions of decimal places is now used to test computers for bugs in hardware and software (which is how Intel's Pentium found a chip bug a few years ago).

Modern record breakers still add up terms in infinite series known to converge to $\pi$.
The more rapidly converging the series, the "easier" it is to get more digits in the approximation.

Actually, the real breakthrough is in the fact that these recently-discovered algorithms allow digits of $\pi$ to be calculated without requiring the computation of earlier digits.

The Bailey-Borwein-Plouffe formula (BBP formula) provides such a digit extraction algorithm for the computation of the $n$th binary digit of $\pi$ using base 16 math. (For details, see Wikipedia.)

This summation formula was discovered in 1995 by Simon Plouffe and is named after the authors of the paper in which the formula was published, David H. Bailey, Peter Borwein, and Simon Plouffe.

$$
\pi=\sum_{i=0}^{\infty} \frac{1}{16^{i}}\left(\frac{4}{8 i+1}-\frac{2}{8 i+4}-\frac{1}{8 i+5}-\frac{1}{8 i+6}\right)
$$

